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Abstract

Microscopic sperm detection is an important task in sexual assault cases. In some instances, the samples contain no or only low amounts of semen. Therefore, the biological material is transferred onto a glass slide and needs to be manually scanned using an optical microscope. This work can be very time consuming, especially when no spermatozoa is present. In such a case, the result needs to be validated. In this article we show how convolutional neural networks can perform this task and how they can reduce the scanning time by locating the sperm cells on images taken under the microscope. For this purpose, we trained a VGG19 network and a VGG19 variation with 1942 images, some containing sperm cells and some not.

1. Introduction

Body fluid identification constitutes one of the tasks that are carried out by forensic practitioners to help criminal investigations. Traditional methods for body fluid identification involve primarily enzymatic and immunological tests [1]. Especially in the case of sexual offences, a common question is, whether semen can be detected in a crime stain. Sperm traces can be recovered e.g. from the vagina, vulva, cervix, anus and skin of the victim or from objects or clothing. The most reliable and widely accepted technique for the detection of semen is the microscopic identification of sperm cells [2,3]. Usually the sperm-loaded swab is smeared onto a microscope slide, which is stained to make the sperm cells visible. Several staining methods are used, e.g. Christmas tree, hematoxylin and eosin, Baecchi’s, Papanicolaou’s and Wright’s [1]. Other staining methods use a fluorescently labeled human sperm-specific antibody for the microscopic detection of human spermatozoa, e.g. SPERM HY-LITER™ [4–6], with the disadvantage that the fluorescent staining fades away and cannot be preserved. A drawback of the microscopic technique is, if the semen donor is azoospermic or underwent a vasectomy, no sperm cells are detectable even if semen is present. In such cases other tests are available that detect seminal fluid proteins, e.g. enzymatic tests for seminal acid phosphatase (SAP) [7] and immunologic tests for prostate-specific antigen (PSA) [8] or semenogelin [9], albeit some of these lack specificity or sensitivity [1]. In recent years new techniques for the identification of body fluids emerged, e.g. RNA profiling [10], microbial 16S-rRNA sequencing [11], and DNA methylation analysis [12]. These techniques need a high input of starting material and/or are laborious and expensive. Therefore, microscopy is still a cheap and reliable method to detect the presence of sperm cells. In our laboratory we use Baecchi’s staining, where acid fuchsin colors the sperm heads in pink and methyl blue colors the sperm tails in blue [13]. Documenting samples containing a large number of sperm cells is relatively straightforward. However, in many sexual assaults, it is not clear whether a sexual act has taken place and an ejaculation occurred. In addition, no or only a low number of sperm cells might be present. In the case where only a low number of sperm cells are present, the microscope slide has to be scanned manually in a meandering manner, which is a very time consuming and tiresome task, and can lead to errors. Sometimes, only one or two sperm cells are present and it is crucial for the investigation not to miss them.

Newest technologies would allow to facilitate this work, e.g. by automated scanning of the microscope slide and afterwards image processing. Vandewoestyne et al. describe an automated screening method to detect spermatozoa stained with Sperm HYLITER™ [14]. They used the PALM MicroBeam system (P.A.L.M. Microlaser Technologies) for scanning of microscope slides and an optimized image analyzing software module (AxioVision Commander Script, Carl Zeiss) for automated specimen identification and image processing. Detected spermatozoa were then isolated using laser capture microdissection and robust DNA profiles could be obtained from as little as 30 spermatozoa.

The task to detect sperm cells or to confirm that no sperm cells are present can be formulated as a classification problem. The images can be...
divided into two classes, one class of images containing 'sperm cells' and the other one with 'no sperm cells'. In recent years convolutional neural networks (CNN) proved to be a good choice for image classification. In 2012, a CNN won the ImageNet challenge for the first time [15]. Since then, CNN became the dominant technology in the field of image classification and pattern recognition. One major advantage of CNN’s is that the algorithm learns the features of an object by itself and no additional annotation is required. This makes them suitable for our purpose since the sperm cells can be masked by other objects, the coloring might be weak or they might be deformed. The strength to generalize is what makes CNN superior over other models for image classification. Rajpurkar et al. [16] demonstrated that CNN’s are able to operate with the same accuracy as expert eyes in classification of pneumonia on chest X-rays. Similarly, Esteva et al. [17] could show that the classification of skin cancer using deep neural networks (DNN) works with an accuracy comparable to 21 board certified dermatologists. Recently, there have been some studies involving deep learning with sperm cells in a clinical framework. For example Mohammad et al. successfully trained RetinaNet [18] and a modified version of the CSR-DCF algorithm to track sperm cells on gray scale video clips taken from phase-contrast microscopes to increase the accuracy of sperm detection [19]. Riordon et al. trained a deep neural network to classify sperm cells according to one of the World Health Organization’s shape criteria. They used two data sets, one where the sperm cells were stained, the other consisted of gray scale images [20]. This study showed that CNN’s can compete with previous machine learning methods. However, we did not find any previous research of sperm detection with CNN’s in a forensic setting.

In this study, we trained and tested a CNN for the automatic detection of sperm cells on photos from microscope slides colored with Baecchi’s staining. We suggest, that this technique could be used to automate the task of analyzing microscope slides, thus reducing time, costs and eliminating human error.

2. Materials and methods

We evaluated two different approaches using a CNN. The first one only detects the presence or absence of a sperm cell on a given image using the VGG19 CNN. The VGG network was chosen because of its simple architecture and good performance in classification tasks [21]. The second method (VGG19-CAM) is based on VGG19 but has an altered architecture to also create class activation maps (CAM) which can be used to highlight the region where the sperm was detected.

2.1. Data

The microscope slides from genuine sexual assault cases were manually scanned with a BX41 or BX43 optical microscope from Olympus (Wallisellen, Switzerland) using the 100x oil objective. The images were taken with an UC30 digital camera from Olympus. The data set for this study consisted of 1942 microscopy images, that were randomly and retrospectively selected from our database and manually divided into the ‘sperm’ and ‘no sperm’ class by an experienced technician. All the images were anonymized, meaning that the case ID was erased. A total of 923 images contained sperm cells and 1019 were without sperm cells. The images showed smears recovered from the vagina, vulva, cervix, anus, skin or from objects or clothing. The original images had a resolution of 2080 × 1544 pixels. For the training with VGG19 and VGG19-CAM the images were downscaled to 345 × 256 pixels and then center-cropped to have a final dimension of 256 × 256 pixels. Augmentation techniques were used to get more training data and prevent potential overfitting of the network. We used random horizontal and vertical flipping for data augmentation. As can be seen in Fig. 1, not all pictures have the same hue or saturation and contain other objects than sperm cells. This is due to the variation introduced by the sample collection procedure, the applied pressure to smear the swab on the microscope slide, and the manual staining procedure. Because this study was conducted using anonymized image data, the Cantonal Ethics Committee issued a declaration of no objection (KEK-ZH No. 2015–0686).

2.2. Network architectures

The architecture of the two CNNs is shown in Supplementary Figure 1. The base network for training was the 19 layers deep convolutional neural network architecture of the Visual Geometry Group (VGG19) where the last layer was altered with a sigmoid function.

Because in forensic casework a second expert has to approve the findings, it is helpful to highlight and flag regions with potential sperm cells. To achieve this the network was altered to match the architecture for class activation mapping (VGG19-CAM), meaning that the last pooling layer was replaced with an average pooling layer and the fully connected layers with the exception of the last one have been removed [22]. This alteration is used to visualize which features in an image were relevant for the prediction. With the use of this information a heat map can be generated and superimposed on the microscopy image or, as it is

![Fig. 1. Exemplary microscopic images contained in the data set. Pictures a-d contain no sperm cells and pictures e-h contain many or few sperm cells.](image-url)
in our case, a bounding box around the most active regions as can be seen in Fig. 2.

2.3. Implementation

Both CNN’s were implemented in Python with the use of the Keras network API [23] and compared with the use of the scikit-learn library [24]. Keras already provides a VGG19 implementation which we altered to match the image dimensions and the VGG19-CAM implementation.

2.4. Training

Twenty percent of the data were randomly selected and retained for later testing. The other 80% were used for training with a validation split of 20%. Both networks were trained for about 500 epochs using a binary cross-entropy optimizer and stochastic gradient descent (SDG) as loss function. Both networks were trained from scratch and without pre-trained weights. The reason was, that the pre-trained version was trained using the ImageNet dataset, where no histological images were present. The training was done on a Nvidia GeForce RTX 2080 Ti graphic processing unit (GPU) with 11 gigabyte of random access memory (GDDR6) [25].

2.5. Bounding box generation

The bounding boxes for the VGG19-CAM network were generated by passing through the image, calculating the CAM and then applying a threshold to extract the most active region. Around this region, a bounding box was generated. Some exemplary results can be seen in Fig. 2.

2.6. Testing

In order to see how the CNN’s will perform on new data, they were tested with the test set which was retained from the training and fine tuning process. This was done to test how well the network generalized from the training data to unknown data. The accuracy was measured by dividing the sum of the true positive (TP) and true negative (TN) predictions by the sum of the true positive, true negative, false positive (FP) and false negative (FN) predictions as seen in Eq. 1.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

To see what fraction of all positive classified instances were actually correctly predicted, one can calculate the precision according to Eq. 2. The recall (Eq. 3) tells what fraction of all real positive instances are recognized by the model.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(2)

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

(3)

However, there is a tradeoff between precision and recall, since increasing one value leads to a reduction of the other. A precision recall curve can be created to better visualize this tradeoff and help to choose an appropriate decision threshold. The F1 score (Eq. 4) is the harmonic mean between precision and recall [26]. To get a high score both the precision and recall results need to be high.

\[
F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(4)

To visualize where the networks made more classification errors, a confusion matrix for both was generated. The confusion matrix tells which class generated most problems, when making a prediction [27].

3. Results

After testing both networks on the independent test set the following results could be achieved, that are represented in Tables 1, 2 and Fig. 3.

<table>
<thead>
<tr>
<th>No Sperm</th>
<th>Sperm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90 / 0.93</td>
<td>0.98 / 0.98</td>
</tr>
<tr>
<td>201</td>
<td></td>
</tr>
</tbody>
</table>

Table 1

This table displays the metrics of the VGG19 and VGG19-CAM (CAM) networks which resulted from the 387 test images. Support denotes the number of images for each class.

<table>
<thead>
<tr>
<th>VGG19 / CAM</th>
<th>VGG19 / CAM</th>
<th>VGG19 / CAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>Recall</td>
<td>F1-Score</td>
</tr>
<tr>
<td>0.97 / 0.97</td>
<td>0.88 / 0.92</td>
<td>0.92 / 0.95</td>
</tr>
<tr>
<td>186</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.93 / 0.95</td>
</tr>
<tr>
<td>387</td>
</tr>
</tbody>
</table>

Fig. 2. These pictures show how the created bounding boxes of the VGG19-CAM network look like. The bounding boxes are not always accurate since they are generated from the regions the network is the most active (see pictures c, d, e, g).
3.1. VGG19 results

The VGG19 network achieved an overall accuracy of 93% on the test data (Table 1). The $F_1$ score for the detection of a sperm cell was 92% (Table 1). The network had a high precision for the cost of a lower recall rate.

The confusion matrix in Table 2 shows that the network misclassified 5 of the 201 sperm negative test images as sperm cells and confused 22 of the 186 sperm positive images as negative.

Fig. 3 shows the precision recall curve. The network achieved an average precision (AP) of 0.98. The precision of the network decreases sharply after 95% recall.

3.2. VGG19-CAM results

VGG19-CAM network achieved an overall accuracy of 95% on the test data (Table 1). The metrics showed a $F_1$ score of 95% in detecting sperm cells (Table 1). For the sperm class the network had a precision of 97% and a recall rate of 92%.

The confusion matrix shows that it classified 14 of the 186 sperm images as not containing sperm cells and 5 of the 201 sperm negative images as being of the sperm class (Table 2).

Fig. 3 shows the precision recall curve with an average precision of 0.98 as well. Again the precision decreases after 95% of recall, however, the model seems to be able to keep a higher overall precision until this point compared to the VGG19 network.

3.3. False negatives and false positives

From the total of 24 false negatives, 12 were misidentified by both CNNs, 10 only by VGG19, 2 only by VGG19-CAM. Most of the 24 images were indeed difficult to classify, due to unusual color, very few sperm cells or overlapping debris. However, 6 of the images contained apparent sperm cells, most of them misclassified by VGG19 only.

From the total of 8 false positives, 2 were misidentified by both CNNs, 3 only by VGG19 and another 3 only by VGG19-CAM. Six of the images were difficult to classify, 2 images (one misclassified by VGG19, the other by VGG19-CAM) would be clear for a trained expert.

Overall, we do not see a systematic problem behind these misclassifications, and we cannot really explain the failure of the CNNs.

4. Discussion

In this article we tested the feasibility of CNNs for detecting sperm cells on images taken from microscope slides. The accuracy and the $F_1$ score for both networks are higher than 90%. With this accuracy we have achieved a good baseline for a reliable automated sperm detection system. By dividing the images into training, validation and test images, we could establish that the accuracy of the network will be stable when presented with new images.

The confusion matrices (2) show a weakness of these CNNs. VGG19 misclassified 22 sperm images to contain no sperm cells (false negatives). In contrast the VGG19-CAM made slightly less errors and only classified 14 of the 186 sperm images as having no sperm cells. From a forensic perspective the false positives are less of an issue, because they can easily be checked in VGG19-CAM with help of the bounding boxes. However, the false negatives are an issue, because they will be missed.

The networks use a sigmoid function to make a prediction on how certain they are if an image contains a sperm cell. The values of the prediction lie between zero and one and with the use of a threshold the labels "no sperm" or "sperm" are applied. In this case, a value $\geq 0.5$ means the image contains a sperm cell. This threshold can be adjusted so that more images would fall into the class "sperm cells". This would increase the recall of the networks and lower the risk of missing sperm cells (false negatives). However, there is a trade-off between precision and recall, which is visualized in Fig. 3. Decreasing the precision would increase the recall, meaning that more false positives would occur. In a forensic context missing a sperm cell is more fateful than having an object misclassified as a sperm cell, because the latter can be verified by an expert. Therefore, when used in an automated process where an expert verifies detected sperm cells, it would be acceptable to increase the recall and taking into account more false positives, rather than missing a sperm cell. We believe that this still would lower the assessment time without decreasing the quality. Fig. 3 shows that with a recall of 95% both networks would still be able to correctly classify an object as sperm in over 80% of the cases.

The use of the VGG19-CAM network to generate bounding boxes as additional aid for the expert to quickly see which object has been identified as sperm can work but has some shortcomings. Because the bounding box is generated for the most active region of the network, they are not always perfectly placed as can be seen in Figs. 2c, 2d, 2e and 2g. Lowering or increasing the threshold would result in either the creation of bounding boxes with no sperm in it like in Fig. 2g or having a bounding box which is too big and thus not informative like in Fig. 2e. If a reliable object detection is needed, other network architectures are required and also annotation work on the images have to be conducted.

The future goal would be to combine convolutional neural networks with automated microscopy. That requires a microscope with a fully automated scanning system and either image or video recording. Instead of using a class activation map for object detection, other network topologies like "You only look once" (YOLO) [28] or the above mentioned RetinaNet, which are specifically created for this task, could be trained. This would require to define bounding boxes for the sperm cells. Furthermore, the whole pipeline of taking the image from the slide, resizing and feeding it through the network to generate a report for the expert has to be evaluated. Because the error rate of a human for doing this task is not known in real-life scenario, our system should be tested against trained experts.

5. Conclusions

In this article we showed how convolutional neural networks can be used for automatic detection of sperm cells on images taken with an
optical microscope. We trained and tested two networks based on the VGG19 architecture and achieved an accuracy of over 90%. With the use of class activation mapping an additional simple visual guide can be provided to an expert to verify the classification. However, an expert is required to make a final verification on the decision of the model.
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